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NO FUTURE  
WITHOUT  
A PAST





What will the generative things be like? 

How will we understand the intentions of 
these new co-performing generative things?  

What will this mean for designers of 
generative things?

3 QUESTIONS
THAT INSPIRED THIS PRESENTATION….





illustration by Maria Luce Lupetti

How will we live together with intelligent things?



  

Near Future Cities of Things: 
Addressing Dilemmas through Design 
Fiction 

 
 

Abstract 
The smart city infrastructure will soon start to include 
smart agents, i.e., agentic things, which co-exist and 
co-perform with human citizens. This near-future 
scenario explores the flexible types of collaborations 
and relationships between the human and nonhuman 
citizens. Drawing on current technology forecasts and 
AI/robotics literature, we created five fictional concepts 
for reflecting on themes we deem important for such 
collaborations: responsibility, delegation, relationship, 
priority, and adaptation. The promises, challenges and 
threats of these themes are discussed in this paper, 
together with the new questions that were opened up 
through the use of design fiction as a method.  
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Introduction 
The smart cities operate with sensors embedded in the 
urban infrastructure to collect all sorts of data, a digital 
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Data-enabled artefacts with  
performing capabilities 

Able to: 

• Connect with existing networks of data 

• Sense and collect real time data 

• Act proactively 

• Behave socially

THINGS AS CITIZENS
THINGS AS SOCIAL ENTITIES



Dilemmas

Responsibility 
private – public 

Priority 
human – system 

Relationship 
tool – social partner 

Adaptation 
human – thing  

Delegation 
partial - total



CO-PERFORMANCE
LIVING IN CONCERT WITH THINGS WITH ACENCY



human AI

positioning agency

Co-performance: Conceptualizing the Role of  
Artificial Agency in the Design of Everyday Life  

Lenneke Kuijer 
Eindhoven University of Technology, 

Department of Industrial Design 
Eindhoven, the Netherlands 

s.c.kuijer@tue.nl 

Elisa Giaccardi 
Delft University of Technology, 
Department of Industrial Design 

Delft, the Netherlands 
e.giaccardi@tudelft.nl 

 
ABSTRACT  
This paper introduces the notion of co-performance, with 
the aim to offer Human-Computer Interaction (HCI) 
researchers and practitioners a new perspective on the role 
of artificial agency in everyday life, from automated 
systems to autonomous devices. In contrast to 'smartness,' 
which focuses on a supposed autonomy of artifacts, co-
performance considers artifacts as capable of learning and 
performing next to people. This shifts the locus of design 
from matters of distributions of agency at design time, to 
matters of embodied learning in everyday practice for both 
human and artificial performers. From this perspective, co-
performance acknowledges the dynamic differences in 
capabilities between humans and artifacts, and highlights 
the fundamentally recursive relation between professional 
design and use. Implications for HCI design practice are 
unpacked through reflections on smart thermostat design in 
light of historic changes in roles between humans and 
heating systems, and changing ideas of appropriateness in 
everyday practices of domestic heating.  
Author Keywords 
Theoretic foundations; theories of practice; co-
performance; artificial agency; autonomous devices; smart 
thermostats.  
ACM Classification Keywords 
H.5.m. Information interfaces and presentation (e.g., HCI): 
Miscellaneous. 

INTRODUCTION 
Smart technologies make a range of promises: to solve 
societal issues like energy use or waste by compensating for 
human flaws, to make life easier by taking over work and 
responsibilities from people, and to enable new forms of 
indulgence by promoting a seamlessly integrated and 
harmonious free-labor life [78]. This ‘smart utopia’ [78] is 
at odds with the reality of everyday life, which is instead 
messy and unpredictable [18]. In particular in the context of 
the home, technologies and their hidden assumptions are 

shown to have unintended consequences on everyday life 
(e.g. [3, 4, 11, 17, 44, 57, 80]). In order for design to be 
sensitive to its impact, better understanding is needed of the 
role played in everyday life by the artefacts we make. For 
HCI researchers and practitioners, this means a better 
understanding of the decisions made in the design process 
about (a) the role of the artificial agency of computational 
artefacts, and (b) how this role should be allowed to 
change, under the idiosyncratic and varied circumstances of 
everyday life.  

The turn to practice in Human-Computer Interaction (HCI) 
latches onto this need of better understanding the 
increasingly complex relation between people and 
computational artefacts in everyday life [45]. Theories of 
practice, a group of theories drawn on in the practice turn, 
are attractive to HCI for the explicit role they attribute to 
the material world and its relation to the social. However, 
there are also limitations to the extent to which a practice 
orientation can be further operationalized in HCI design 
practice. One reason is that within discussions of the 
‘material' informed by current theories of practice, there is 
little distinction between different kinds of technologies: a 
chair, a door or a thermostat are all considered as having the 
same status. Moreover, humans are considered as the sole 
performers of practices. This 'human-centered' view on the 
subordinate role of artefacts is predominant in HCI 
interpretations of practice theory. In Fernaeus et al. [23] for 
example, people are repeatedly referred to as users that act, 
give meaning and decide, while artefacts are simply 
‘resources for action’ meant to ‘play a part’ in the systems 
used by people. Similarly, for Kuutti and Bannon [45], the 
human actor is clearly positioned as ‘the one who produces 
practices in action,’ while the materiality of the world is 
seen as ‘resources for the realization of practices.’ Artefacts 
make a practice possible and may contribute to changing it, 
but it is humans that 'appropriate and shape these artefacts.'  

This subsidiary role that is being attributed to artefacts does 
not sit comfortably with the realities of ubiquitous 
computing and the developments of machine learning. It is 
obvious that computational artefacts, equipped with 
sensors, processing equipment, programs and actuators can 
be viewed to act outside of the direct presence and 
awareness of people. Therefore, an open question remains: 
'what are artefacts for practices, and what are our 
possibilities [as HCI researchers and designers] in 
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Wijkbot Kit







WE LIVE A DIGITAL LIFE
THAT TOOK OVER OUR IRL



AND NOW…
MORE THAN DIGITAL



THE CHATGPT 
MOMENT

30 NOVEMBER 2022















ARE GENERATIVE THINGS 
THE NEXT ITERATION?



MULTIMODEL 
& AI CLOSEBY
A PROMISE IN NEED FOR FORFILLING



Failed  
promises 
for now…



WHAT WILL BE OUR 
RELATION WITH AI PALS?



MUNDANE TECHNOLOGIES



SNEAKY AI?
IS WHAT IT WILL BE…



CHILLING EFFECT OF A 
SYNTHETIC REALITY
MODIFY YOUR BEHAVIOUR ON PERCEIVED CONSEQUENCES OF BEING OBSERVED



CHILLING EFFECT OF A 
SYNTHETIC REALITY
MODIFY YOUR BEHAVIOUR ON PERCEIVED CONSEQUENCES OF BEING OBSERVED



Things with agency
Intelligent, fed by the cloud, in initiating conversation with humans



CONTINUOUS SWITCHING 
BETWEEN SIMULATED 
FUTURE AND THE NOW
OUR FUTURE…



PREDICTIVE RELATIONS
DESIGN FOR…



WE NEED A NEW LANGUAGE 
FOR UNDERSTANDING
image by Philip Toledano



TRACKING BEHAVIOR
STRATEGIES FOR INTERACTIONS



A NEW DIALOGUE 
LANGUAGE IS NEEDED 
THAT COMMUNICATES LEARNINGS AND INTENTIONS, AND HAS CLEAR ANCHORS FOR CONTINUOUS 
REINFORCEMENT LEARNING FROM HUMAN FEEDBACK



NO TRANSPARENCY, 
CONTESTABILITY!
DESIGN CONFLICT SYSTEMS BASED ON DEMOCRATIC PRINCIPLES



DESIGN FOR  
CONTESTATION



1: Always invite AI to the table 

2: Be the human in the loop 

3: Treat AI like a person  
(but tell it what kind of person it is) 

4: Assume this is the worst AI you will ever use

PRINCIPLES
ETHAN MOLLICK, 2024



DESIGNING FOR  
UNKNOWN UNKNOWNS
NEW THINKING NEEDED





THANKS!


